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Abstract
A general form of the Green–Kubo formula, which describes the fluctuations
pertaining to all the steady states whether equilibrium or non-equilibrium, for
a system driven by a finite Markov chain with continuous time (briefly, MC)
{ξt }, is shown. The equivalence of different forms of the Green–Kubo formula
is exploited. We also look at the differences in terms of the autocorrelation
function and the fluctuation spectrum between the equilibrium state and the
non-equilibrium steady state. Also, if the MC is in the non-equilibrium steady
state, we can always find a complex function ϕ, such that the fluctuation
spectrum of {ϕ(ξt )} is non-monotonous in [0, +∞).

PACS numbers: 02.50.Ga, 05.40.−a

Introduction

The Green–Kubo formula (or, say, Einstein relation), which gives the relation between the
‘velocity’ and the diffusion coefficient for a diffusion process, has been studied by many
authors such as [1, 5–7, 10, 14, 18–20] etc. The well-known form of this formula is the
equality ∫ ∞

0
〈b̃T (ξt )b̃(ξ0)〉 dt = 1

2
〈tr G(ξt )〉 (1)

for a reversible diffusion process {ξt } in high dimensions with the generator

L = 1
2∇G∇ + b∇, (2)

b = 1
2G∇ log ρ, (3)

where G is the diffusion coefficient, ρ is the stationary distribution and
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b̃ = b + 1
2∇ · G (4)

is the mean forward velocity and b̃T is its transpose [19].
It is difficult to extend the Green–Kubo formula to the system driven by a MC directly,

since in the state space of the MC, there is usually no topology, and the state is not scalar, and
so it is not clear what the velocity of the process means. In [20], a real observable process
of the system was considered, the velocity and the diffusion coefficient were defined1 and the
Green–Kubo formula was extended to a MC in an equilibrium state. In the present paper, we
follow this idea and introduce real observable vector-valued processes, and a more general
Green–Kubo formula as (1) is obtained for a finite MC, whether in an equilibrium state or in
a non-equilibrium steady state.

There have been different forms for the Green–Kubo formula, and in the discussion
section we will show that they are equivalent.

In section 2, based on the same equalities from which we obtain the Green–Kubo formula,
the form of autocorrelation function and the fluctuation spectrum of the observable process
are exploited. Also, we look at the differences between the equilibrium state and the non-
equilibrium steady state in terms of the autocorrelation function and the fluctuation spectrum.
We emphasize that some terms may appear in the expressions of the autocorrelation function
and the fluctuation spectrum in the case of a non-equilibrium steady state, while they will not
appear in the case of an equilibrium state. Also, we find out that the non-equilibrium steady
state may result in the non-monotonous fluctuation spectrum in [0, +∞) for some observable
processes.

1. Green–Kubo formula

Let {ξt : −∞ < t < ∞} be a system driven by a finite n-state Markov chain with the stationary
measure µ, the transition probability {Pij (t)} and the transition rate matrix Q = (qij )n×n. Let
Pt be the σ -algebra of the past of t, generated by {ξs : s � t} (the process before time t), and
Ft be the σ -algebra of the future of t, generated by {ξs : s � t} (the process after time t).
Given a d-dimension vector-valued observable ϕ = (ϕ1, ϕ2, . . . , ϕd), for each fixed path ω, it
does not make sense to consider the velocity of ϕ(ξt (ω)) as usual, since it is either 0 or does
not exist on a path. But if we take the average conditioning on the past (future), which means
the conditional expectation with respect to Pt (Ft ), then it should be meaningful. Thus we
can define the forward (backward) velocity as follows:

Definition 1.1. For each t ∈ R1, if

Dϕ(ξt ) = lim
�t↓0

E

{
ϕ(ξt+�t ) − ϕ(ξt )

�t

∣∣∣∣Pt

}
and

D∗ϕ(ξt ) = lim
�t↓0

E

{
ϕ(ξt ) − ϕ(ξt−�t )

�t

∣∣∣∣Ft

}

exist as limits in L1, then Dϕ(ξt ) and D∗ϕ(ξt ) are called the mean forward velocity and the
mean backward velocity, respectively.

In an equilibrium state, we always have Dϕ(ξt ) = −D∗ϕ(ξt ), while for a Markov process
in a non-equilibrium steady state, this is not true.

1 This thought of the observable and the velocity of the observable also appeared in [2].
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Definition 1.2. For any t ∈ R1, we define the diffusion coefficient matrix for {ϕ(ξt )} as

Gϕ(ξt ) = lim
�t↓0

E

{
(ϕ(ξt+�t ) − ϕ(ξt ))

T (ϕ(ξt+�t ) − ϕ(ξt ))

�t

∣∣∣∣Pt

}
, (5)

if each element of the matrix exists2.

Gϕ(ξt ) is always a positive defined matrix. Denote its (i, j) entry by Gij ϕ(ξt ). Our main
theorem of this section is given below.

Theorem 1.3 (Green–Kubo formula). For a stationary finite Markov chain {ξt }, and a d-
dimensional vector-valued observable ϕ, the following equality holds:

1

2
〈tr Gϕ(ξt )〉 =

∫ +∞

0
〈(Dϕ)T (ξ0)Dϕ(ξt )〉 dt =

∫ +∞

0
〈(D∗ϕ)T (ξ0)D∗ϕ(ξt )〉 dt

= −
∫ +∞

0
〈(D∗ϕ)T (ξ0)Dϕ(ξt )〉 dt. (6)

Proof∫ +∞

0
〈(Dϕ)T (ξ0)Dϕ(ξt )〉 dt

= lim
t→∞〈(Dϕ)T (ξ0)ϕ(ξt )〉 − 〈(Dϕ)T (ξ0)ϕ(ξ0)〉 (by proposition 1.7)

= −〈(Dϕ)T (ξ0)ϕ(ξ0)〉 (by proposition 1.9)

= 1

2
〈tr Gϕ(ξt )〉 (by corollary 1.11).

In the same way, one can obtain the other equalities. �

This theorem can also be written in the following form:

Theorem 1.4.

〈Gij ϕ(ξt )〉 =
∫ +∞

−∞
〈Dϕi(ξ0)Dϕj (ξt )〉 dt. (7)

Proof. Similar to the proof of the expression (6), we have∫ +∞

−∞
〈Dϕi(ξ0)Dϕj (ξt )〉 dt

=
∫ +∞

0
〈Dϕi(ξ0)Dϕj (ξt )〉 dt +

∫ +∞

0
〈Dϕj (ξ0)Dϕi(ξt )〉 dt

= −〈ϕj (ξ0)Dϕi(ξ0)〉 − 〈ϕi(ξ0)Dϕj (ξ0)〉
= 〈Gij ϕ(ξt )〉 (by proposition 1.10). �

Remark 1. The equality (7) is the original type of the Green–Kubo formula given by Kubo
[14] under the condition that the equality (3) (i.e. Onsager’s postulate) holds. In fact, (7)
implies (6).

2 [16] gave these types of mean velocities and mean diffusion coefficient for stochastic processes but did not consider
the observable, and these definitions were used in many books such as [2, 9] etc.
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1.1. Proof of the Green–Kubo formula

This subsection contains some pure mathematical lemmas, and those readers who wish may
omit them.

For the finite MC, the backward equation and the forward equation can be written as

d

dt
P(t) = QP(t) = P(t)Q, (8)

where Q is the transition rate matrix, and P(t) is the transition probability of the process.

Notation 1. Let the row vector µ = (µ1, µ2, . . . , µn) be the stationary distribution of the
MC. Let

νi =



0 when µi = 0,

1

µi

when µi 
= 0.

Define the diagonal matrix U = diag(µ1, µ2, . . . , µn), the diagonal matrix V =
diag(ν1, ν2, . . . , νn), and matrix Q̃ = VQT U where QT is the transpose matrix of Q.

Remark 2. For the stationary MC {ξt }, since the probability of {ξt } being in the transient
states is zero, and all the recurrent states can be divided into some communicating recurrent
classes, without loss of generality we assume that {ξt } has only one communicating recurrent
class and has no transient state in the proof parts of the present paper. But our conclusions are
all valid for any stationary MC.

Notation 2. 〈·〉 stands for the ensemble average.

Notation 3. In this subsection, we consider the inner product in real linear space Rn(µ) with
distribution µ as

〈f1, f2〉 =
n∑

i=1

µif1(i)f2(i), ∀f1, f2 ∈ Rn.

Notation 4. Denote f = (f1, f2, . . . , fd) and g = (g1, g2, . . . , gd), where fk, gk ∈ Rn, k =
1, 2, . . . , d

Lemma 1.5.

Df (x) = Qf (x) = (Qf1(x), Qf2(x), . . . , Qfd(x)),

D∗g(x) = −Q̃g(x) = −(Q̃g1(x), Q̃g2(x), . . . , Q̃gd(x)).

Proof

Df (ξt ) = lim
�t↓0

E

{
f (ξt+�t ) − f (ξt )

�t

∣∣∣∣Pt

}

= lim
�t↓0

E

{
f (ξt+�t ) − f (ξt )

�t

∣∣∣∣ξt

}
, (by the Markov property)

then

Dfk(x) = lim
�t↓0

E

{
fk(ξt+�t ) − fk(ξt )

�t

∣∣∣∣ξt = x

}
= Qfk(x). (by the definition of the generator)

In the same way, one can obtain D∗g(x). �
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Proposition 1.6. When t � 0, we have
d

dt
〈f T (ξ0)g(ξt )〉 = 〈f T (ξ0)Dg(ξt )〉 = −〈(D∗f )T (ξ0)g(ξt )〉. (9)

Proof. When t � 0, we have

〈f T (ξ0)g(ξt )〉 =
d∑

k=1

〈fk(ξ0)gk(ξt )〉

=
d∑

k=1

n∑
i,j=1

µifk(i)Pij (t)gk(j)

=
d∑

k=1

〈P(t)gk, fk〉.

Then

d

dt
〈f T (ξ0)g(ξt )〉 = d

dt

d∑
k=1

〈P(t)gk, fk〉

=
d∑

k=1

〈P(t)Qgk, fk〉 =
d∑

k=1

〈QP(t)gk, fk〉

=
d∑

k=1

〈P(t)Qgk, fk〉 =
d∑

k=1

〈P(t)gk, Q̃fk〉

= 〈f T (ξ0)Dg(ξt )〉 = −〈(D∗f )T (ξ0)g(ξt )〉. �
Proposition 1.7.∫ +∞

0
〈f T (ξ0)Dg(ξt )〉 dt = −

∫ +∞

0
〈(D∗f )T (ξ0)g(ξt )〉 dt

= lim
t→+∞〈f T (ξ0)g(ξt )〉 − 〈f T (ξ0)g(ξ0)〉.

Proof. Integrate the expression (9) directly. �
Lemma 1.8. Let W = lim

t→∞ P(t). Then WQ = WQ̃ = Q̃W = 0.

Proof. The equality WQ = 0 can be obtained directly from the equality WP(t) = W which is in
[3, p 184], [4, p237]. Since the stationary MC {ξt } has only one communicating recurrent class
and has no transient state, W = Iµ, where vector I = (1, 1, . . . , 1)T . Since µQ̃ = Q̃I = 0,
WQ̃ = IµQ̃ = 0, and Q̃W = Q̃Iµ = 0. �
Proposition 1.9.

lim
t→+∞〈(Df )T (ξ0)g(ξt )〉 = lim

t→+∞〈f T (ξ0)Dg(ξt )〉 = lim
t→+∞〈f T (ξ0)D∗g(ξt )〉 = 0.

Proof

lim
t→+∞〈f T (ξ0)Dg(ξt )〉 = lim

t→+∞

d∑
k=1

〈P(t)Qgk, fk〉

=
d∑

k=1

〈WQgk, fk〉

= 0. (by lemma 1.8)
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Similarly, one can obtain lim
t→+∞〈(Df )T (ξ0)g(ξt )〉 = lim

t→+∞〈f T (ξ0)D∗g(ξt )〉 = 0. �

Proposition 1.10.

〈Gij ϕ(ξt )〉 = −〈ϕj (ξ0)Dϕi(ξ0)〉 − 〈ϕi(ξ0)Dϕj (ξ0)〉. (10)

Proof

〈Gij ϕ(ξt )〉 = lim
�t↓0

E

{
1

�t
E{[ϕi(ξt+�t ) − ϕi(ξt )][ϕj (ξt+�t ) − ϕj (ξt )]|Pt }

}

= lim
�t↓0

1

�t
E{[ϕi(ξt+�t ) − ϕi(ξt )][ϕj (ξt+�t ) − ϕj (ξt )]}

= lim
�t↓0

1

�t
E{2ϕi(ξt )ϕj (ξt ) − ϕi(ξt+�t )ϕj (ξt ) − ϕj (ξt+�t )ϕi(ξt )}

= lim
�t↓0

1

�t
[〈ϕi, ϕj 〉 − 〈P(�t)ϕi, ϕj 〉] + lim

�t↓0

1

�t
[〈ϕj , ϕi〉 − 〈P(�t)ϕj , ϕi〉]

=
〈

lim
�t↓0

I − P(�t)

�t
ϕi, ϕj

〉
+

〈
lim
�t↓0

I − P(�t)

�t
ϕj , ϕi

〉
= −〈Qϕi, ϕj 〉 − 〈Qϕj , ϕi〉
= −〈ϕj (ξ0)Dϕi(ξ0)〉 − 〈ϕi(ξ0)Dϕj (ξ0)〉,

where I is the n × n unit matrix. �

Corollary 1.11.

〈tr Gϕ(ξt )〉 = −2〈(Dϕ)T (ξ0)ϕ(ξ0)〉. (11)

Proof. It can be obtained directly by proposition 1.10. �

2. The autocorrelation function and the fluctuation spectrum

In this section, for simplicity we prefer to consider the scalar-valued observable. And because
the irreversibility cannot be seen in autocorrelation function of only real number observable,
we consider a complex number value observable.

Notation 5. It is well known that there exists a non-singular n × n matrix F such that
Q = FJF−1, where J is its Jordan normal form. Since 0 is the single eigenvalue of the
generator Q corresponding to the eigenvector f 1 = (1, 1, . . . , 1)T , we might as well denote
that F = (f 1,f 2, . . . ,fn). Then for any vector ϕ ∈ Cn, it can be decomposed as the linear
combination of f j , j = 1, 2, . . . , n, i.e. ϕ = ∑n

j=1 bjf j .

Notation 6. Suppose the Jordan normal form J = diag(J1, J2, . . . , Jγ ), where Jk is a pk × pk

Jordan block with diagonal entry −λk and k = 1, 2, . . . , γ . It is easy to know that λ1 = 0
and J1 degenerates to a 1 × 1 Jordan block.

Let us calculate the autocorrelation function and the fluctuation spectrum of the observable
process {ϕ(ξt )}.
Theorem 2.1. The autocorrelation function of {ϕ(ξt )} is

Bϕ(t) =
γ∑

k=2

pk−1∑
l=0

Ck,l

t l

l!
exp(−λkt) when t � 0, (12)
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where Ck,l is a complex constant independent of t. Especially, if the MC {ξt } is in an equilibrium
state, then the autocorrelation function is

Bϕ(t) =
γ∑

k=2

ck exp{−λk |t |}, (13)

where ck is a positive constant independent of t.

Proof. If f i = gs , where 1 � s � pk , and {g1, g2, . . . , gpk
} is a cycle of generalized

eigenvectors of Q corresponding to −λk , then

Ptf i =
s−1∑
l=0

t l

l!
exp(−λkt)gs−l ,

and

〈Ptf i , ϕ〉 =
s−1∑
l=0

t l

l!
exp(−λkt)〈gs−l , ϕ〉

=
s−1∑
l=0

C̃l

t l

l!
exp(−λkt),

where C̃l is a constant independent of t. By lemma 2.6, when t � 0:

Bϕ(t) =
n∑

i=2

bi〈Ptf i , ϕ〉. (14)

Combine the coefficients of
{

t l

l! exp(−λkt)
}

in the right-hand side of (14). One can obtain that

Bϕ(t) is the complex linear combination of
{

t l

l! exp(−λkt)
}
, where l = 0, 1, 2, . . . , pk −1 and

k = 2, 3, . . . , γ . Then the expression (12) is proved.
In particular, if the MC {ξt } is in the equilibrium state, by lemma 2.4 we can obtain the

expression (13) (please refer to [13, p 120], [20] for detail). �

Remark 3. Let −ak + iωk be the complex eigenvalue of the Q. Then the terms{ |t |l
l! exp{−ak|t |} cos(ωkt), i |t |l

l! exp{−ak|t |} sin(ωkt) : l � 1 or ωk 
= 0
}

3 may appear in the
autocorrelation function in the case of a non-equilibrium steady state, while they will not
appear in the case of an equilibrium state.

Theorem 2.2. The fluctuation spectrum of {ϕ(ξt )} is the real linear combination of{
ak

[(λ−ωk)2+a2
k ]l

, λ−ωk

[(λ−ωk)2+a2
k ]l

: l = 1, 2, . . . , pk, k = 2, 3, . . . , γ
}
, where −ak + iωk is the

eigenvalue of the Q. Especially, if the MC {ξt } is in an equilibrium state, then the fluctuation
spectrum is the positive linear combination of the

{
ak

λ2+a2
k

}
.

Proof. Since ∫ +∞

0

t l

l!
exp(−λkt) · exp(−iλt) dt = 1

(iλ + λk)l+1
,

one can obtain
1

2

∫ +∞

−∞

|t |l
l!

(c · exp(−λkt)χ[0,+∞)(t) + c∗ · exp(λ∗
kt)χ(−∞,0)(t)) · exp(−iλt) dt

= Re

[
c

(iλ + λk)l+1

]
,

3 In the present paper, denote i = √−1.
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where l = 0, 1, 2, . . . , pk − 1; and c∗, λ∗
k are the complex conjugates of the c, λk respectively,

and χ[0,+∞)(t), χ(−∞,0)(t) are the characteristic functions of the set [0, +∞) and the set
(−∞, 0), respectively. The real part of c

(iλ+λk)l
is just the linear combination{

ak[
(λ − ωk)2 + a2

k

]l
,

λ − ωk[
(λ − ωk)2 + a2

k

]l

}
.

Then by theorem 2.1, one knows that this theorem is true.
In particular, when all the eigenvalues degenerate to real number, i.e. ωk = 0, we can

obtain that the fluctuation spectrum degenerates to the real linear combination of{
ak(

λ2 + a2
k

)l
,

λ(
λ2 + a2

k

)l

}
.

For the equilibrium state, please refer to [13, p 120], [20] for detail. �

Remark 4. The terms{
ak[

(λ − ωk)2 + a2
k

]l
,

λ − ωk[
(λ − ωk)2 + a2

k

]l
: ωk 
= 0 or l � 2

}

may appear in the fluctuation spectrum in the case of a non-equilibrium steady state, while
they will not appear in the case of an equilibrium state.

Theorem 2.3. For any finite MC {ξt }, if it is in a non-equilibrium steady state, then there
exists ϕ ∈ Cn such that the fluctuation spectrum of {ϕ(ξt )} is non-monotonous in [0, +∞).

Proof. If the MC is in a non-equilibrium steady state, then the eigenvalues of Q appear in one
of the following three cases by lemma 2.4.

(1) There exists a complex eigenvalue −a + iω corresponding to the normalized eigenvector
ϕ such that a > 0, ω > 0.

(2) There exist two distinct nonzero real eigenvalues corresponding to two real eigenvectors
ϕ1, ϕ2, respectively such that 〈ϕ1, ϕ2〉 
= 0.

(3) Q cannot be diagonalizable. Then there exist g1, g2 which are generalized eigenvectors
of Q corresponding to the real number −λk , such that Qg1 = −λkg1, Qg2 = g1 − λkg2

and 〈g1, g1〉 = 1.

For each case, one special observable ϕ is constructed such that the fluctuation spectrum
is non-monotonous in [0, +∞) by propositions 2.8, 2.9 and 2.10, respectively. �

Remark 5. In the case of the equilibrium state, one knows that the fluctuation spectrum of
any {ϕ(ξt )} is monotonous in [0, +∞). Please refer to [13, p 121], [20] for detail.

2.1. Proof of the lemma and the theorem

Notation 7. In this subsection, we consider the inner product in the complex linear space
Cn(µ) with stationary distribution µ as

〈g1, g2〉 =
n∑

k=1

µkg1(k)g∗
2(k), ∀g1, g2 ∈ Cn,

where g∗
2(k) stands for the conjugate complex number of g2(k).
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Lemma 2.4. The finite MC is in equilibrium, iff all the eigenvalues of Q are real, all the
eigenspaces of Q are orthogonal, and Q can be diagonalizable.

Proof. The sufficiency is a simple linear algebra conclusion and is too mathematical to be
worth writing the proof here, so we ignore it.

The necessity is trivial since Q is a self-adjoint operator in the Hilbert space L2(Cn, µ).
�

Lemma 2.5.

〈f1,fk〉 =
{

1 when k = 1;
0 when k 
= 1.

Proof. If −λk is the eigenvalue of Q corresponding to the eigenvector fk, Qf k = −λkf k .
And

−λk〈fk,f1〉 = 〈Qfk,f1〉

=
n∑

j=1

fk(j)

n∑
i=1

µiqij

= 0 (since µQ = 0).

Since λk 
= 0 when k 
= 1, 〈f1,fk〉 = 0 .
Suppose {g1, g2, . . . , gpj

} is a cycle of generalized eigenvectors of Q corresponding to
−λj . If f k = gl where 1 � l � pj . Then Qgl = gl−1 − λjgl, l = 2, 3, . . . , pj ; and
Qg1 = −λjg1. We know 〈f1, g1〉 = 0, and 〈Qgl,f1〉 = 0, l = 2, 3, . . . , pj . Then

−λj 〈gl,f1〉 = 〈Qgl − gl−1,f1〉
= 〈Qgl,f1〉 − 〈gl−1,f1〉
= −〈gl−1,f1〉.

By induction, we have 〈f1, gl〉 = 0, for l = 1, 2, 3, . . . , pj . In conclusion, when k 
= 1,
〈f1,fk〉 = 0 is true. And 〈f1,f1〉 = 1 is trivial. Then the lemma is true. �

Lemma 2.6. ∀t � 0,

Bϕ(t) =
n∑

i=2

bi〈P(t)f i , ϕ〉.

Proof

Bϕ(t) = 〈ϕ(ξ0)
∗ϕ(ξt )〉 − |〈ϕ(ξ0)〉|2

=
n∑

i=1

µiϕ
∗
i

n∑
j=1

Pij (t)ϕj −
∣∣∣∣∣

n∑
i=1

µiϕi

∣∣∣∣∣
2

= 〈P(t)ϕ, ϕ〉 − |〈ϕ,f 1〉|2,
where ϕ(ξ0)

∗, ϕ∗
i are the conjugate complex numbers of ϕ(ξ0) and ϕi . Since ϕ = ∑n

i=1 bif i ,
one can get 〈ϕ,f 1〉 = b1 by lemma 2.5. And since P(t)f 1 = f 1, one can get 〈P(t)f 1, ϕ〉 = b∗

1
by lemma 2.5. Thus

Bϕ(t) =
n∑

i=1

bi〈P(t)f i , ϕ〉 − |b1|2

=
n∑

i=2

bi〈P(t)f i , ϕ〉. �
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Lemma 2.7. If −λn1 ,−λn2 , · · · ,−λnk
are the distinct nonzero eigenvalues of Q corresponding

to the normalized eigenvectors fn1 ,fn2 , . . . ,fnk
respectively, and ψ = ∑k

j=1 bnj
fnj

, then
the equality

1

2

∫ +∞

−∞
Bψ(t) exp(−iλt) dt =

k∑
j=1

Re
[
bnj

〈
fnj

, ψ
〉] anj(

λ + ωnj

)2
+ a2

nj

+
k∑

j=1

Im
[
bnj

〈fnj
, ψ〉] λ + ωnj(

λ + ωnj

)2
+ a2

nj

(15)

holds, where λnj
= anj

+ iωnj
, anj


= 0, j = 1, 2, . . . , k.

Proof. When t � 0,

Ptfnj
= exp

(−λnj
t
)
fnj

,

then by lemma 2.6,

Bψ(t) =
k∑

j=1

bnj
〈P(t)fnj

, ψ〉

=
k∑

j=1

bnj
〈fnj

, ψ〉 exp{−λnj
t}.

Thus the expression (15) can be obtained directly. �

Proposition 2.8. If −a + iω is a eigenvalue of Q corresponding to the normalized eigenvector
ϕ where ω > 0, a > 0, then the fluctuation spectrum4 of {ϕ(ξt )} is

a

(λ − ω)2 + a2
= 1

2

∫ +∞

−∞
Bϕ(t) exp(−iλt) dt. (16)

Proof. It is the directed corollary of lemma 2.7. �

Proposition 2.9. When −λk,−λj are two distinct nonzero real eigenvalues corresponding
to two normalized eigenvectors ϕ1, ϕ2 respectively such that 〈ϕ1, ϕ2〉 
= 0. Denote
b = 〈ϕ1, ϕ2〉(λj − λk), and let ϕ = ϕ1 − i · sgn(b)ϕ2 where sgn(·) is the sign function, then
the fluctuation spectrum of {ϕ(ξt )} is

λk

λ2 + λ2
k

+
λj

λ2 + λ2
j

+ |b| λ(λk + λj )(
λ2 + λ2

k

)(
λ2 + λ2

j

) .

Proof. It is the directed corollary of lemma 2.7. �

Proposition 2.10. If Qg1 = −λkg1, Qg2 = g1 − λkg2 where −λk is a real number, and
〈g1, g1〉 = 1. Let ϕ = g1 + ig2, then the fluctuation spectrum of {ϕ(ξt )} is(

1 + 〈g2, g2〉 − 〈g1, g2〉
λk

)
λk

λ2
k + λ2

+ 〈g1, g2〉 2λ2
k(

λ2
k + λ2

)2 +
2λkλ(

λ2
k + λ2

)2 . (17)

Proof. When t � 0, P(t)g1 = exp(−λkt)g1, P(t)g2 = exp(−λkt)(tg1 + g2). By theorem 2.1,
we can get

Bϕ(t) = (1 + 〈g2, g2〉 + t〈g1, g2〉 + i · t) · exp(−λkt).

4 About the fluctuation spectrum, we ignore the inessential constant 1
π

in the present paper.
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And when t < 0,

Bϕ(t) = B∗
ϕ(−t)

= (1 + 〈g2, g2〉 + |t |〈g1, g2〉 − i · |t |) · exp(−λk|t |).
So

Bϕ(t) = (1 + 〈g2, g2〉 + |t |〈g1, g2〉 + i · t) · exp(−λk|t |).
Then one can obtain the fluctuation spectrum of ϕ(ξt ) as the expression (17). �

3. Discussion and conclusion

3.1. The Green–Kubo formula

In fact, theorem 1 also shows that the formula in [18]

−
∫ ∞

0
〈b̃T (ξt )b̃∗(ξ0)〉 dt = 1

2
〈tr G(ξt )〉 (18)

is equivalent to (1), since the integral

−
∫ ∞

0
〈b̃T (ξt )b̃∗(ξ0)〉 dt =

∫ ∞

0
〈b̃T (ξt )b̃(ξ0)〉 dt,

even though their integrands may be different in non-equilibrium systems, where b̃∗(ξt ) is the
backward velocity.

The extension of the Green–Kubo formula from diffusions to MC is significant. First,
one always replaces diffusions by MC in computer simulations since diffusions can be seen as
the limits of MC. Secondly, the system in non-equilibrium steady states may appear in some
interesting cases. For example in [1, pp 181–186], the motion of a charged test particle in the
presence of a constant magnetic field is in a non-equilibrium state.

3.2. The autocorrelation function and fluctuation spectrum

In [11], the differences between the equilibrium state and the non-equilibrium steady state
are described in terms of the time reversibility of the processes, self-adjoint property of the
generator and the entropy production rate. In this paper, we look at the differences in terms of
the autocorrelation function and the fluctuation spectrum.

For the equilibrium state, the autocorrelation function of any observable process {ϕ(ξt )}
is the positive linear combination of {exp{−λk|t |}}, and the fluctuation spectrum is the
positive linear combination of the functions

{
λk

λ2+λ2
k

}
, where −λk is the eigenvalue of Q.

For non-equilibrium steady state, the correlation function is the complex linear combination
of

{ |t |l
l! exp{−ak|t |} cos(ωkt), i |t |l

l! exp{−ak|t |} sin(ωkt) : l � 0
}
, and the fluctuation spectrum

is the real linear combination of{
ak[(

λ − ωk

)2
+ a2

k

]j
,

λ − ωk[(
λ − ωk

)2
+ a2

k

]j
: j � 1

}
,

where −ak + iωk is the eigenvalue of Q.
And if {ξt } is in a non-equilibrium steady state, we can always find a function ϕ, such that

the fluctuation spectrum of {ϕ(ξt )} is non-monotonous in [0, +∞). Therefore one can see why
in simulation calculation of stochastic resonance, finding the nonzero peak for the fluctuation
spectrum is considered as a criterion of being non-equilibrium [8].
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York: de Gruyter)

[8] Gammaitoni L, Hanggi P, Jung P and Marchesoni F 1998 Stochastic resonance Rev. Mod. Phys. 70 223–87
[9] Gliklikh Y 1997 Global Analysis in Mathematical Physics Geometric and Stochastic Methods (Berlin: Springer)

[10] Green M S 1952 Markoff random processes and the statistical mechanics of time-dependent phenomena
J. Chem. Phys. 20 1281–95

[11] Jiang Da-Quan, Qian M and Qian M-P 2004 Mathematical Theory of Nonequilibrium Steady States (Berlin:
Springer)

[12] Jiang Da-Quan and Zhang Fu-xi 2003 The Green–Kubo formula and power spectrum of reversible markov
processes J. Math. Phys. 44 4681–9

[13] van Kampen N G 1992 Stochastic Processes in Physics and Chemistry (Amsterdam: North-Holland)
[14] Kubo R, Yokota M and Nakajima S 1957 J. Phys. Soc. Japan 12 1203
[15] Kubo R, Toda M and Hashitsume N 1995 Statistical Physics II: Nonequilibrium Statistical Mechanics 2nd edn

(Berlin: Springer)
[16] Nelson E 1967 Dynamical Theory Brownian Motion (Princeton, NJ: Princeton University Press)
[17] Qian H and Qian M 2000 Pumped biochemical reactions, Nonequilibrium circulation, and stochastic resonance

Phys. Rev. Lett. 84 2271–4
[18] Qian M-P and Qian M 1988 The entropy production and reversibility, Proceedings of 1st World Congress of the

Bernoulli Society (Utrecht: VNU Science Press) pp 307–16
[19] Qian M, Guo Z-C and Guo M-Z 1988 Reversible diffusion processes and Einstein relation Sci. Sin. 31 1182–94
[20] Qian M, Qian M-P and Zhang X-J 2003 Fundamental facts concerning reversible master equations Phys. Lett.

A 309 371–6

http://dx.doi.org/10.1063/1.1666250
http://dx.doi.org/10.1103/RevModPhys.70.223
http://dx.doi.org/10.1063/1.1700722
http://dx.doi.org/10.1063/1.1610780
http://dx.doi.org/10.1143/JPSJ.12.1203
http://dx.doi.org/10.1103/PhysRevLett.84.2271
http://dx.doi.org/10.1016/S0375-9601(03)00205-6

	Introduction
	1. Green--Kubo formula
	1.1. Proof of the Green--Kubo formula

	2. The autocorrelation function and the fluctuation spectrum
	2.1. Proof of the lemma and the theorem

	3. Discussion and conclusion
	3.1. The Green--Kubo formula
	3.2. The autocorrelation function and fluctuation spectrum

	Acknowledgments
	References

